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The energy loss near edge structure of the carbon-K ionization edge in electron energy loss spectra
(EELS) combined with (scanning) transmission electron microscopy is used to determine the content of
sp?-hybridized carbon atoms in diamond-like carbon (DLC) films using highly ordered pyrolytic graphite
as a reference material. EELS experiments are performed under magic angle conditions to eliminate
orientation-dependent intensity contributions to the C—K edge of graphite. The classical two-window
method is applied with the optimized settings of energy-loss integration windows for the ©* and ¢*
states. Optimization is achieved by varying the width of integration windows taking solid state physics
aspects into account. Electron-transparent specimens were prepared by the focused-ion-beam tech-
nique. It is shown that damage to the specimen is induced despite application of low-energy Ga™*-ions
during the final preparation stage which leads to an error in the quantification of sp?-content. A model
for the correction of this damage is proposed which is validated by tests on highly ordered pyrolytic

graphite and the DLC materials.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Along with the broadening of applications of diamond-like
carbon (DLC) films, studies on such materials have become
increasingly interesting in the recent past. Particularly relevant is
the correlation of the ratio of sp?>-and sp>-hybridized C-atoms in
DLC with the mechanical, thermal, optical or electrical properties
[1-3]. Several techniques are suited for the determination of the
ratio of sp’>- and sp3-hybridized C-atoms like, e.g., X-ray photon
spectroscopy [4]|, Raman spectroscopy [5], near edge X-ray ab-
sorption spectroscopy [6] and electron energy loss spectroscopy
(EELS) [7—10]. More specifically, energy loss near edge structure
(ELNES) studies in combination with (scanning) transmission
electron microscopy ((S)TEM), is at present the most powerful
technique to quantify the ratio of sp?- and sp3-hybridized C-atoms
at high spatial resolution. The quantification is based on the ELNES
of the C—K ionization edge which shows characteristic features
depending on the hybridization of the C-atoms. C-atoms with sp>-
hybridization form three planar ¢ bonds with an angle of 120° in
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between which result from the hybridization of the 2s orbital with
the 2px and 2py orbitals. A = bond perpendicular to the plane of the
o bonds is generated by the 2p, orbital. Four o bonds with an angle
of 109° in between occur for C-atoms with sp>-bonding by the
hybridization of the 2s orbitals with all three 2p orbitals in equal
proportion. The ELNES of C-atoms is determined by unoccupied
(anti-bonding) m* and ¢* states for the differently hybridized C-
atoms.

C-atoms with sp?-hybridization show a characteristic pre-peak
in EELS spectra of the C—K ionization edge with an onset at
~284 eV which is associated to the excitation of 1s core level
electrons into m* states. Both, sp>- and sp?-hybridized C-atoms
show a strong loss signal with an onset at ~290 eV which is related
to the excitation of 1s electron into ¢* states. The loss intensities
related to the excitation into * and ¢* are denoted in the following
as - and I,-. The concept for the quantification of the percentage of
sp?-hybridized C-atoms is based on the ratio of the loss intensities
(denoted as I-ratio), e.g., I.-/I,-. The intensities I.- and I,- depend
strongly on experimental parameters such as electron energy E,,
convergence semi-angle «, and collection semi-angle 3, as well as
the details of the extraction of I .- and I,- from EELS spectra (e.g. the
width of the energy integration windows). To avoid artifacts, the I-
ratio of the material to be characterized is compared to a reference
material with known fraction of sp?>-hybridized C-atoms on the
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basis of EELS spectra taken under identical experimental conditions
and using the same evaluation procedure.

Numerous approaches have been suggested and discussed on
how the I-ratio can be extracted, e.g., two-window methods [9—11],
functional fitting methods [12—14], and other model fitting
methods [15—17]. In this work we focus on the two-window
method, because it is straightforward to use especially for mate-
rial scientists rather than EELS spectroscopists with access to
density functional theory (DFT) data. Although shortcomings of the
two-window methods were described in the literature, we will
show that an optimization is possible by an appropriate choice of
the energy-window settings for I.- and I,-. This is justified on the
basis of the state of literature that will be outlined in the following.

In two-window methods [9—11] I,- and I,- are obtained by
integrating the intensity of the C—K edge over energy windows
which are specific for ©* and ¢* states. Two different approaches
were proposed to quantify the fraction of sp>-hybridized C-atoms.
In both cases, I- covers a narrow energy-loss interval associated
with the t* pre-peak. Berger et al. [10] suggested an [-ratio given by
I+ /Ing Where I, starts at the onset of the * peak and contains I -
up to a maximum loss energy. I,y accounts for the sum of sp?- and
sp® hybridized C-atoms. For a C-material with an atomic fraction x
of sp*>-hybridized C-atoms, the intensity ratio = e _ = k'} is propor-
tional to x with a proportionality factor k'. It ‘has been already
pointed out by Bruley et al. [9] that errors can occur because x
depends strongly on the width of I- and I, and contributions not
related to 7* and ¢* states occur between the * pre-peak and the
onset of the ¢* states. For example, the ¢* states of C—H bonds in
hydrogenated C-material has been considered to cause energy
losses between the ©* and o* states [6,8,13,18,19]. It was also re-
ported that signals in this range could be related to non-ideal sp?-
configuration with distorted bonding angles [14]. Moreover, C-
atoms with dangling bonds can also cause excitations closely below
the m* states [20,21].

To take contributions between w* and ¢* states into account,
function fitting methods were proposed [ 12—14] where Gaussian or
Lorentzian functions are used to model the experimental C—K edge
spectrum. Shortcomings of the function fitting methods were
already addressed by Bernier et al. [12] and Titantah et al. [17]
because the physical justification of the number and positioning
of the fit function is not straightforward. Function fitting tech-
niques, especially those without constraints, provide a large num-
ber of fit parameters which yield fits with the same %2 quality for
different fit parameters and, hence, ambiguous results for the
fraction of sp>-hybridized C-atoms.

Alternatively, an [-ratio given by I,-/I,- can be used where I -
covers an energy window beyond the onset of the ¢* peak [10]. This
I-ratio is considered to be proportional to the ratio between the
number of w* and ¢* bonds, with a proportionality factor k
depending on the experimental settings and the way of determi-
nation of the I-ratio. For a graphite reference specimen pure in sp>-
C and an unknown C-material containing a fraction x of sp-hy-
bridized C-atoms the I-ratios for the reference and unknown ma-
terial can be written as

I,T*) 1

- — kg (1)
(I,T» reference 3

I b X

T =k- =k- 2
(10”)unknown 4(1 - X) +3x 4-x ( )

Equation (1) can be used to remove the dependence on k in
Equation (2), and thus x in the unknown C-material can be
expressed as

L I
unknown reference

X = 3)
3+ () e (E)
unknown "/ reference

Using appropriate settings for the integration windows of I -
and I -, this I-ratio avoids some of the problems associated with the
I-ratio suggested by Berger et al. [10] which are related to C—H
bonds and dangling bonds of C-atoms.

Two-window methods are generally criticized because they rely
on the assumption that ©=* and ¢* states can be completely sepa-
rated and do not overlap. Model fitting approaches [15—17] have
revealed deep insights into the distribution of * and ¢* states in
graphite and amorphous carbon (a-C) materials because the C—K
edge ELNES was calculated on the basis of density functional theory
(DFT). Detailed studies have indeed shown that contributions from
graphite 7* states are found at higher energy [4,22,23]. Similarly, ¢
states may contribute to energy-loss intensities as low as 288 eV
due to lifetime broadening [4,17,22] or a shift to lower energy losses
for sp3-rich C-materials [21]. Titantah et al. [17] showed that a-C
materials exhibit a modified density of states (DOS) compared to
graphite which is typically used as a reference material. However,
even in their advanced procedure, the contributions of C—H bonds,
which are often relevant in DLC materials, were not taken into
account. C—H bonds on the other hand were clearly shown to
modify the loss intensity between the ©* and ¢* states depending
on the deposition procedure and heat treatments [8].

Despite the shortcomings related to the overlap of ¢* and ©*
states, we will show in this work that the Cuomo-type two-window
method (Equations (1)—(3)) can be optimized with appropriate
energy window settings for I- and I -. It is advantageous that this
technique does not rely on elaborate DFT calculations and is readily
applicable for materials scientists. To optimize the two-window
approach and facilitate reliable extraction of I.- and I, , it is a
prerequisite to gain a sufficient understanding on intensity con-
tributions to the C—K edge. With respect to the narrow w* peak,
three broadening mechanisms have to be considered: lifetime of
the core hole (Lorentzian broadening), lifetime of the excited state
(Lorentzian broadening) and the experimental broadening
(Gaussian broadening) [24,25]. The latter is given by the full width
at half maximum (FWHM) of the zero-loss peak in the EELS spec-
trum and remains unchanged for identical acquisition conditions.
The core hole lifetime broadening of 0.06 eV can be taken from
calculated values for the C—K edge [26] and is negligible for the
choice of integration window compared to the other two broad-
ening effects. The lifetime broadening effect of the excited states is
more complex. Much effort has been made to treat this effect when
calculating ELNES [25,27], and it was found that the w* components
in the C—K spectra is broader for a-C samples than for crystalline
graphite samples, e.g., in the work of Titantah et al. [17]. This is
reasonable because the excited state lifetime depends on the long-
range order of the material and decreases in an aperiodic envi-
ronment [24], resulting in a stronger lifetime-broadening effect of
an EELS spectral feature for amorphous materials as compared to
corresponding crystalline materials. Therefore, an error can occur
in the sp?-quantification if amorphous carbon is analyzed and
crystalline graphite is used as a reference material. Due to the small
width of the ©* pre-peak compared to the ¢* intensity, a small
variation of the setting of the m* window could include a large
fraction of erroneous signals and thus lead to a large scatter in the
evaluated content of sp>-hybridized atoms (denoted by sp?% in the
following), and, hence, quantification is very sensitive to this
setting. The energy window setting for I,- is less sensitive but I -
can be affected by plural scattering or errors caused by the removal
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of plural scattering in the higher energy loss region of the C—K
ionization edge.

Based on the considerations addressed above, by adequate
choice of integration windows for I.- and I,- it is possible to include
or exclude signals in the spectra and study the influence of any
signals, that occur due to overlapping ©* and ¢* states, the lifetime
broadening effect for the v* states, density of states connected with
CH— bonds or distorted C— bonds between I - and I,- . We have
chosen in this work an approach for integration window optimi-
zation which is derived from the work of Titantah et al. [17]. They
showed that the stability, i.e., a small variation sp?-quantification
results is a characteristic feature of adequate integration window
ranges. To determine optimum energy window settings for I.- and
I,- we have varied systematically the integration boundaries over a
larger energy loss range. The integration window settings were
deduced from ranges with minimum standard deviation of the
quantification results. Two different DLC materials with different
sp>% were studied using highly ordered pyrolytic graphite (HOPG)
as a reference material.

Several other aspects are considered in our work which have not
been consistently taken into account or even neglected up to now.
For the first time the effect of damaged surface layers was inves-
tigated for DLC and graphite TEM specimens which are prepared by
focused-ion-beam milling. We also studied the effect of plural
scattering by explicitly comparing results of the sp*-quantification
at thin and thicker TEM specimen regions. All experiments were
performed at 80 keV electron energy to exclude electron-beam
damage which was shown to occur in sp?-rich carbon materials
[28]. The EELS spectra were taken under magic angle (MA) condi-
tions [29] to eliminate orientation-dependent intensity contribu-
tions to the C—K edge due to the anisotropic graphite structure
which was used as a reference in this work.

2. Experimental procedures

Two DLC films were studied in this work, which were deposited
by plasma-enhanced vapor deposition on steel substrates. The
samples include a hydrogenated amorphous carbon (a-C:H) film
containing a relatively high sp®% [30], and a tetrahedral amorphous
carbon (ta-C) film with a lower sp®%. HOPG of ZYA grade (Mikro-
Mash™) was used as a reference material. The film thicknesses
were ~3 um for the a-C:H film and ~2 um for the ta-C film. Since the
sp®% possibly depends on the depth of the film, cross-section TEM
lamellae were prepared by focused-ion-beam (FIB) milling using
the standard lift-out technique [31]. In this process, a thick Pt/C-
protection layer (~1 um) was deposited in the FIB prior to any
milling, which was largely sacrificed by the following thinning
procedure. 30 keV Ga*-ions with an ion beam of 90 pA were used
for coarse thinning. During the final stage of polishing a reduced
ion-beam energy of 5 keV and 70 pA were applied to minimize
specimen damage. Several windows with different thickness were
thinned to electron transparency in a single lamella to facilitate
EELS measurements from regions of different thicknesses. To avoid
any FIB-induced damage of the HOPG reference sample, a TEM
specimen was also prepared by cleavage using scotch tape as
described by Geim et al. [32].

For EELS acquisition, the FEI Titan> 80—300 microscope is
equipped with a GATAN imaging energy filter (GIF) Tridiem model
865 HR and a 4 mega-pixel CCD camera as detector. In all STEM/
EELS experiments, the Titan microscope was operated at 80 kV in
the microprobe STEM mode to avoid beam damage and contami-
nation. EELS spectra did not change during the STEM/EELS acqui-
sition, which is indicative of negligible influence of electron-beam
irradiation on the sp?>-content. The energy dispersion of the Tridiem
model 865 HR was set to 0.1 eV/channel. The duration of a single

EELS acquisition of the C—K edge was 1 s, with a typical electron
dose rate of several 10 e /A%s. In each case, the final C—K ELNES
spectrum was obtained by summing up of ~100 single spectra. Low-
loss spectra were obtained with a similar setup, except that the
electron dose rate and acquisition time were largely reduced to
prevent any beam damage of the scintillator in front of the CCD
chip.

The convergence semi-angle under the chosen microprobe
illumination was 2.0 mrad. Using a spectrometer acceptance semi-
angle of 3.9 mrad, the orientation dependence of the HOPG C—K
edge spectra could be largely suppressed. This value agrees well
with the MA of ~4.73 mrad for 80 keV that was calculated according
to Hebert et al. [29]. During EELS acquisition, the HOPG specimens
were first oriented close to a zone axis (ZA) and channeling effects
were avoided by tilting the specimens by 5—10° away from it.

The relative sample thickness t/A (t: thickness, A: mean free path
for plasmon scattering) for each C—K edge spectrum was derived
from low-loss spectra by the log-ratio method [7]. Measurements
were performed with an energy resolution between 0.6 eV and
0.7 eV according to the FWHM of the zero-loss peak (ZLP).

C—K edge spectra processing follows the standard procedure,
i.e., background subtraction by an exponential function of the type
a-e~b with a and b as fit parameters, using a pre-edge window of
30 eV width. Effects of plural scattering were removed by Fourier-
ratio deconvolution with the relevant low-loss spectra.

3. Quantification of the sp?>-content in amorphous carbon
materials

3.1. Experimental results

Fig. 1 shows high-resolution TEM images of a-C:H and ta-C with
the corresponding diffractograms obtained by Fourier trans-
formation of the images. The images show that the structure is
completely amorphous without any anisotropy or recognizable sp?-
rich clusters.

Fig. 2 shows four low-loss EELS spectra, among which spectra
(1) and (2) were acquired from regions of the a-C:H specimen with
t/\ of 0.47 and 0.74, respectively. Spectra (3) and (4) in Fig. 2(b)
were taken from regions of the ta-C specimen at t/A of 0.58 and
1.41. For all spectra the maximum intensities of the ZLP were
normalized to 1 and only 1/10 of the total intensity of the ZLP is
visible. The spectra of a-C:H (Fig. 2(a)) show characteristic energy
loss intensities at ~6 eV, which can be assigned to 7 plasmons [33],
while the ¢ plasmon peaks are both centered at ~ 23 eV. The low-
loss spectra for ta-C (Fig. 2(b)) are clearly different. The 7 plasmon
is only vaguely visible, and the ¢ plasmon peaks are shifted to
higher energy losses at 26.8 eV and 29.4 eV, respectively. The po-
sition of the o plasmon peak gives an indication of the sp?>-fractions.
Kulik et al. [33] observed a peak shift with increasing sp?>-content
from 33.5 eV for crystalline diamond to ~ 25 eV for sp?-rich evap-
orated a-C and also found ¢ plasmon energies around 30 eV for ion-
beam-deposited sp?-poor a-C. The small plasmon energy of 23 eV
for a-C:H here indicates a high sp?-content in this material. A lower
sp?-content can be expected in ta-C with higher plasmon energies
which seems to depend on t/\. It will be later shown, that the shift
of the ¢ plasmon peaks in the two ta-C spectra is related to a
damage layer with higher sp?-content than the bulk material. The
damage layer is induced by the FIB preparation of the TEM spec-
imen and corresponding change of the average sp?-content de-
pends on t/A.

In the following we study the effect of the width and boundaries
of the integration windows for I- and I,- and consider their effect
on the evaluated sp?%. Optimum integration boundaries are derived
from energy loss regions with minimum variation of the evaluated
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Fig. 1. High-resolution TEM images of (a) a-C:H and (b) ta-C. The inserted diffractograms show corresponding diffractograms from an imaging area four times larger than (a) and (b).
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Fig. 2. Low-loss spectra acquired from (a) the a-C:H TEM specimen at a relative TEM specimen thicknesses of 0.47 (spectrum 1) and 0.74 (spectrum 2), and (b) low-loss spectra of
the ta-C TEM specimen taken at relative TEM specimen thicknesses of 0.58 (spectrum 3) and 1.41 (spectrum 4).

sp?-content. An iterative procedure was applied by first considering
the ¢* window, which is in general less sensitive for the sp*-
quantification than the 7* window. The ©* window was set arbi-
trarily for the first optimization round of the ¢* window. The po-
sitions of the two boundaries of the ¢* window were tested by
varying one of them separately with the other fixed to show the
direct influence on the sp?-quantification. The ©* window was af-
terwards optimized by centering it at the maximum intensity of the
7" pre-peak and varying its width, using the tentatively optimized
o* window. Both * and ¢* windows were iteratively optimized for
a few rounds.

The last optimization round for I,- is illustrated in Figs. 3 and 4
where the variation of the upper boundary (Fig. 3) and lower
boundary (Fig. 4) of the ¢* window was optimized with a fixed ©*
window between 284.7 eV and 285.3 eV (fixed boundaries indi-
cated by the triangular symbols and drop lines in Figs. 3 and 4).
ELNES quantifications are performed based on the determination of
I~ /I,- and Equation (3).

Fig. 3 shows two spectra of a-C:H (Fig. 3(a,b)) and two spectra of
ta-C (Fig. 3(c,d)) as solid lines taken at different relative thicknesses.
In each figure, the HOPG reference spectrum of a cleaved TEM
specimen (dash-dotted line) is also included for comparison.
Background and plural scattering effect are removed for all spectra.
The spectra of DLCs were rescaled so that the integral intensity
between 292 eV and 307 eV, which is the optimized ¢* energy
window for quantification, is normalized to that of the HOPG
spectrum. Already it can be seen that the spectra from a-C:H in
Fig. 3(a,b) show higher * intensities, indicating a higher sp?% than

ta-C. It is also noticed that the spectrum from ta-C in Fig. 3(c) with t/
A = 0.58 shows a higher * intensity than that in Fig. 3(d) with t/
A = 1.41, which hints at another influence of the specimen thickness
on the quantified sp?% value (apart from the plural scattering effect
which has been removed) and, therefore, on a more or less pro-
nounced effect of FIB-induced damage which will be studied in
detail in Section 4.

In Fig. 3, the ©* window was set between 284.7 eV and 285.3 eV
and the lower boundary of the ¢* window was fixed at 292 eV
while the upper boundary was varied between 293 eV and 320 eV
(35 eV above the w* pre-peak, a small portion of plasmon in-
tensities could be contained within this range) in 1 eV steps.
Fig. 3(a,b) show the results for the a-C:H sample. The sp?>-content,
given by the dotted lines, can be subdivided into sectors I to III (cf.
Fig. 3(a)). Taking the spectrum in Fig. 3(a) as an example, the
quantification results show a drop of the evaluated sp?% for the
upper ¢* boundary from 293 eV to 300 eV, followed by a stable
region with little variation from 300 eV to 314 eV. Setting the upper
boundary of the I,- integration window at values between 314 eV
and 320 eV, a drop of the sp%% can be seen again. Within each of the
three sectors the standard deviations of the calculated sp®% are
0.046 (sector I), 0.006 (sector II), and 0.028 (sector III) for Fig. 3(a)
while for Fig. 3(b) the deviations are 0.039 (sector I), 0.007
(sector II), and 0.027 (sector III). For the ta-C sample, stable quan-
tification results are obtained in sector Il with upper integration
boundaries between 298 eV and 307 eV in both the thinner sample
region (Fig. 3(c)) and the thicker sample region (Fig. 3(d)). Note the
strongly differing sp®-contents in the thin and thick specimen
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Fig. 3. ELNES quantification results (dotted lines) for the C—K edge of the (a,b) a-C:H and (c,d) ta-C from regions with different thicknesses t/A as a function of the upper boundary of
the ¢* energy window, superimposed on the corresponding sampled spectrum (solid line) and the reference HOPG spectrum (dash-dotted line). (A color version of this figure can be

viewed online.)

regions of ta-C. Considering the regions with minimum variation of
sp®% in both materials, the upper integration boundary was fixed at
307 eV. This is reasonable because little dependence of the quan-
tification results are observed up to this upper boundary.

In analogy to Fig. 3, Fig. 4 shows the effect of the lower inte-
gration boundary of I,- between 286 eV and 306 eV on the quan-
tified sp?% content. The * window was set again between 284.7 eV
and 285.3 eV and the upper boundary of the ¢* window was fixed
at 307 eV. In all cases, the quantification results can also be sub-
divided into three sectors. Taking the spectrum in Fig. 4(a) for a-C:H
as an example, first a gradual increase of sp?% is rather clear before
reaching a maximum, which is referred to as sector L. In sector Il the
quantification results vary only slightly but show a descending and
ascending arc, with a minimum in between. The sector Il shows an
increase of the calculated sp®% again, with its starting point traced
back into the sector II. Sector Il is slightly different for a-C:H and ta-
C, namely 292—300 eV and 291—298 eV, respectively. The standard
deviations of the calculated sp?% in the three sectors for all the four
spectra are (Fig. 4(a): 0.011, 0.006, 0.017) (Fig. 4(b): 0.010, 0.007,
0.018), (Fig. 4(c): 0.012, 0.006, 0.040), and (Fig. 4(d): 0.011, 0.007,
0.043). It is therefore reasonable for both materials to set the lower
boundary at 292 eV and assure a ¢* window as large as possible. For
the ta-C film, a large discrepancy is again observed in sector II for
the thin (sp®% of 67.6% + 0.6%, Fig. 4(c)) and thick specimen region
(55.0% + 0.7%, Fig. 4(d)).

After optimizing the integration window for I -, the same pro-
cedure was applied for I-. The tests of the influence of width
variation of the m* window on the quantified sp?% are based on
setting the ¢* window from 292 eV to 307 eV and keeping the 7*

window centered at the maximum intensity of the w* pre-peak
(285 eV). The initial size of the ©* window (0.7 eV) was chosen
slightly larger than the energy resolution (0.6 eV). Both boundaries
were varied by + 0.2 eV which yields standard deviations of the
evaluated sp?% of 0.019, 0.020, 0.015, and 0.009 for spectra in
Fig. 3(a—d), also Fig. 4(a—d), yielding an optimized 7* integration
window between 284.7 and 285.3 eV.

The optimized setting of integration windows for the ©* states
and from 292 to 307 eV for ¢* states was applied for the quantifi-
cation of overall 13 spectra from the a-C:H specimen, which yields
an sp?% of (76.9 + 1.1) %. In more detail, for spectra acquired from
regions with t/\ of 0.44—0.48, the sp®% is (77.2 + 0.7) %, while for
spectra acquired from regions with t/A of 0.70—0.76, the sp®% is
(76.3 + 1.3) %. Quantification results for all 13 spectra obtained by
varying again the upper boundary of the ¢* window between 300
and 314 eV, by varying the lower ¢* window boundary between
292 and 300 eV, and by varying the size of the w* window between
0.3 and 1.1 eV (351 evaluations overall) amount to an average sp°%
of 76.6% with a standard deviation of 1.7%.

Considering for ta-C separately thin (Figs. 3(c) and 4(c)) and
thicker specimen regions (Figs. 3(d) and 4(d)) yields average sp>-
contents of (67.2 + 1.2) % and (54.3 + 1.9) % by varying the energy
window setting within an optimized range. The final quantification
of the sp®% will be presented in section 4.2 because the strong
dependence of the quantification results on the specimen thickness
in ta-C suggests an influence of the FIB specimen preparation.
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Fig. 4. ELNES quantification results (dotted line) for the C—K edge of the (a,b) a-C:H and (c,d) ta-C from regions of different thicknesses t/\ as a function of the lower boundary of the
¢* energy window, superimposed on the corresponding sampled spectrum (solid line) and the reference HOPG spectrum (dash-dotted line). (A color version of this figure can be

viewed online.)

3.2. Discussion

In the following we discuss the integration window settings for
I~ and I-. The I - integration window is in general less sensitive for
the sp?-quantification than that of the I,- window. We have tested
the positions of the two boundaries of the I, window by varying
one of them separately with the other fixed to show the direct
influence on the sp?% quantification. As to the variation of the upper
boundary of the I - window, the first non-stable range (sector I) can
be attributed to the too small size of the I,- integration range to
average the pronounced ELNES of crystalline HOPG which is used as
a reference for the sp?%-determination in Equation (3). In the third
range (sector IIl), the first general concern would be the plural
scattering or error in the corresponding plural scattering removal.
Taking the a-C:H spectra as an example (cf. Fig. 3(a,b)) in context
with the low-loss spectra (Fig. 2), multiple scattering by the o
plasmon excitation could contribute to the C—K edge signal in a
range starting ~16.5 eV above its threshold and reaching a
maximum at ~23 eV, i.e,, such contributions should be increasingly
noticeable from ~301 eV to ~307 eV (considering the onset of C—K
edge at 284 eV). A stable range (sector II) with nearly constant sp>%
shows up between 300 eV and 314 eV for the a-C:H specimen
indicating a minor influence of the plural scattering removal pro-
cess. For the ta-C specimen, multiple scattering contributions to the
C—K edge should energetically shifted to higher energy losses ac-
cording to the low-loss spectra and contribution to the C—K edge
should start to be noticeable from ~303 to ~305 eV and reach a
maximum at ~311—-313 eV. In contrast to a-C:H, the range with
stable sp®% extends from 297 eV to 307 eV for the ta-C specimen,

which largely avoids the region that may contain plural scattering
contributions. Although a precise understanding of the behavior of
the evaluated sp% in this energy loss range is still lacking, it is clear
that the stable ranges all give standard deviations smaller than 0.01
for both spectra of each sample. This indicates that the fine struc-
ture of crystalline HOPG is better averaged, and errors in plural
scattering removal as well as differences of the ELNES between the
two DLC materials and reference spectra are small within this en-
ergy loss range.

We did not consider the contributions of 7 plasmon excitation
to the C—K edge, which is less of problem due to its low intensity
compared to that of the ¢ plasmon. If there was any contribution it
would slightly increase the signal in the region of the ¢* peak,
owing to the 7 plasmon energy of 5—6 eV.

With the upper boundary of I,- fixed at 307 eV, the effect of
varying the lower boundary is demonstrated for the four spectra in
Fig. 4. The evaluated sp®% in sector I increases which indicates that
extra signals in the ¢* window, such as the C—H excitations and the
broadening/tail of the * excitations between the ©* and ¢* exci-
tations is pronounced, which could cause an underestimation of
sp®%. And, consequently, a slightly increased sp>-quantification
result as the lower boundary of the ¢* window is moved to higher-
energy positions. On the other hand, if the ¢* energy window starts
above 298 eV (sector III), the resulting window size could be too
small to average the fine structures and, in addition, too sensitive
towards errors in plural scattering removal, thus yielding a high
standard deviation. The stable region (sector II) with energy win-
dows starting between 292 eV and 300 eV for a-C:H and between
291 eV and 298 eV for ta-C with a standard deviation of less than
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0.01, indicates a reasonable integration window.

After all, for the setting of the I,- window we found constant
spz% with lower boundaries at 292—300 eV (for a-C:H) and
291-298 eV (for ta-C). Regarding the upper boundary, in a good
approximation constant sp>-values are found for 300—314 eV (for
a-C:H) and 297-307 eV (for ta-C) for different specimens with
different thicknesses. It is therefore reasonable to routinely fix the
o* integration window at energy losses between 292 eV and
307 eV. Moreover, the standard deviation of the quantification re-
sults can be utilized to gain some knowledge of reliability.

Most critical is the setting of the I- integration window. First,
the core hole lifetime broadening (0.06 eV) [26] is negligible
compared to the energy resolution (0.6—0.7 eV) and can therefore
be neglected. Second, different FWHMs of the ©t* pre-peaks for the
a-C (~2.5 eV) and the HOPG (~1.5 eV) are observed, which can be
partially attributed to different life-time broadening effects of the
excited states for amorphous and crystalline materials and partially
to different densities of states in the considered materials. The
FWHM of the m* pre-peaks is not substantially larger than the
energy resolution of ~0.6 eV and a compromise must be made with
respect to the choice of energy window which ideally should be
significantly larger than the energy resolution. We studied the in-
fluence of using a relatively small =* window on the evaluated sp>%.
The I- was always centered on the maximum intensity of the 7*
pre-peak. The width of I- was initially set to 0.7 eV, close to or
slightly larger than the energy resolution. Each boundary of the
initial window was varied by + 0.2 eV, comprising a 0.4-eV-interval
slightly more than half of the energy resolution (0.3—0.35 eV), to
check the standard deviation of the quantification results. This is a
measure of the effectiveness of the compromise we have made and
also a measure of the accuracy limited by the energy resolution. The
results show that the standard deviation for the quantified sp®% is
0.019—-0.020 for the a-C:H sample, and 0.009 (thick film region) and
0.015 (thin) for the ta-C sample. The larger standard deviation for
the material with higher sp®% is in accordance with the larger
FWHM of the * pre-peak for the a-C:H sample.

It will be demonstrated in Section 4, that the influence of FIB-
induced damage for a-C:H specimen is negligible. Hence, by
ignoring the local structural variation of the specimen, the standard
deviation from the results of 351 sp>-quantifications (27 settings of
energy windows for 13 C—K spectra) amounts to + 1.7% which in-
dicates the relative accuracy and reliability of the procedure. The
comparably narrow 7* integration window largely excludes signals
from C—H bonds, distorted C—C bonds and dangling C-bonds
[6,8,13,14,18—21], which explains the small standard deviation of
the quantification results. The magic angle condition, which could
be another source of error, will be discussed in Section 4. It is finally
noted that the specific width and position of the energy integration
windows for - and I,- will depend on the acquisition conditions
(electron energy, convergence and acceptance semi-angles). How-
ever, our optimization strategy can be generally applied.

With respect to quantification errors, we note that slight shifts
and additional features of the w* and/or ¢* signals can occur in C—K
spectra. For example, a shift of the ©* peak by 0.4 eV was observed
by Kulik et al. [34] for one sample in a specimen series. The
quantification results would be affected by the shift, and a corre-
sponding shift of the energy window would be necessary due to the
limited energy resolution (0.6 eV) and the small ©* energy window.
Apart from that, the error will mainly be related to the different
lifetime broadening of the aC-materials and the HOPG reference.
The absolute quantification error is difficult to estimate. It can be
determined if reliable sp?-quantification data from other tech-
niques are available.

4. Correction of FIB-induced damage from TEM specimen
preparation

4.1. Model

STEM/ELNES locally probes the electronic structure and chem-
ical bonding configuration of the material under investigation, and
any damage occurring already during sample preparation or later
under electron bombardment will directly affect the obtained re-
sults. For carbon materials, such effects are of importance if ELNES
features are used to quantify the sp®%. In this section we will pre-
sent results on the influence of FIB-based TEM specimen prepara-
tion. This is a preferable technique for cross-sectional TEM
specimen because it allows a site-selective cross-section view of
the layer structure. It is also well suited for the preparation of TEM
samples containing materials with different Ar*-ion sputtering
rates (in our case DLC on steel substrates). Moreover, large pieces of
the magnetic steel substrates in conventionally prepared TEM
specimens would seriously hamper TEM studies. Unfortunately,
high-energy Ga'-ions may damage the original structure at the
milled surfaces of the TEM cross-section specimen. This may even
apply if the energy of the Ga*-ion is reduced to only a few keV
during the final polishing stage. Damaged cover layers of amor-
phous carbon with modified bonding configurations compared to
DLC regions in the interior of the TEM specimen can be generated,
leading to errors in quantitative ELNES measurements of the sp%%.

The model presented in the following is based on the intuitive
assumption that the measured sp?% depends on the fraction of the
damaged layer with respect to the total TEM specimen thickness. It
will be tested and applied to DLC and HOPG.

The [-ratio or sp®% derived from a C—K edge spectrum is
representative for the bond configuration throughout the whole
material column defined by the illuminated sample region and can
be considered as a linear combination of the bulk contribution and
those of the damaged layers on both sides. It is demonstrated by
Fig. 5(a) that a damage layer with constant thickness will influence
the evaluated sp®% depending on the overall TEM sample thickness.
The evaluated I-ratio can be written as

R:Rb+(Rd—Rb)~Td-G) (4)

where R denotes the I-ratio for HOPG or sp®% for DLCs, and T in-
dicates the total thickness or t/A of the specimen. Subscripts d and b
for R and T represent the damaged and bulk regions in the material
column. Ignoring local variations of the properties and conse-
quently assuming Ty, Ry and Ry, to be constant, a linear relationship
between R and (1/T) can be postulated and the intercept corre-
sponds to Rp. Collecting spectra at different sample thicknesses T
then allows to extract Rp.

4.2. Results

Fig. 6 shows C—K edge spectra from three different HOPG
specimens after removal of plural scattering. In detail, spectra
labeled (1) and (2) were recorded from HOPG specimens of similar
orientation, but obtained by different TEM sample preparation
techniques, namely scotch-tape cleavage and FIB-preparation.
Spectra (2) and (3) were collected from two FIB-prepared TEM
specimens, one prepared perpendicular and the other parallel to
the graphite basal planes. Each spectrum exhibits more or less
pronounced characteristic features of the C—K ELNES as known
from graphite: a pronounced w* pre-peak and a ¢* peak with a
maximum at ~292 eV, followed by several oscillations being
indicative of the crystalline graphite structure. The three spectra
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Fig. 5. (a) Scheme of a TEM specimen with damaged surface regions and changing ratio between damaged and undamaged material as a function of the overall sample thickness;
(b) material column interacting with the electron beam (overall bond configuration R and overall thickness T, measured by EELS), which is composed of damaged layers on both
sides (bond configuration R4 and thickness T;) and the bulk material (bond configuration Ry, and thickness Tj). (A color version of this figure can be viewed online.)
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Fig. 6. C—K edge spectra taken under magic-angle conditions from HOPG specimens
prepared by (1) scotch tape cleavage, (2) FIB milling parallel to the graphite basal
layers, and (3) FIB milling perpendicular to the graphite basal layers. (A color version of
this figure can be viewed online.)

were normalized with respect to their integral intensities between
292 and 307 eV. The maximum intensities of the * pre-peaks from
spectra (1) to (3) show a slight reduction, accompanied by peak
broadening.

With the optimized integration window settings, the I /I, in-
tensity ratios of spectra (1)—(3) in Fig. 6 are summarized in Table 1.
The relative thicknesses (t/A) derived from their corresponding
low-loss spectra (not shown) are also given. A relatively large range
of relative thicknesses t/A is covered from 0.35 for cleaved HOPG to
0.98 for the FIB-prepared HOPG oriented along the [110] zone axis.
Table 1 shows that the ratios I,- /I,- of spectra (2) and (3) are 15%
and 8% smaller than that of spectrum (1), which was recorded from
cleaved HOPG near to the [001] zone axis.

Quantification of the sp?% was performed for all spectra of the a-

Table 1
I+ /1, ratios derived from the C—K ELNES spectra in Fig. 6 and corresponding
relative thicknesses (t/A) derived from low-loss spectra.

Specimen R (I /1) t/\ (relative thickness)
(1) Near [001] ZA (cleaved) 0.046 0.35
(2) Near [001] ZA (FIB-prepared) 0.039 0.58
(3) Near [110] ZA (FIB-prepared) 0.043 0.98

C:H and ta-C specimens by the two window method using Equation
(3) with optimized energy-window settings of 284.7—285.3 eV (7*)
and 292—307 eV (¢*). As a reference, spectrum (1) recorded from
the cleaved HOPG reference sample was used. The thickness effect
is demonstrated in Fig. 7, where sp®% is plotted as a function of the
reciprocal relative thickness (¢/A)~ L Linear fittings were performed
on data groups obtained from the a-C:H and ta-C specimens,
respectively.

As already been shown in Section 3, for a-C:H the sp%% does not
differ for thin and thicker specimen regions. As a result, plotting the
quantification results as a function of the reciprocal relative thick-
ness and performing a linear fit, a nearly horizontal line is seen (as
illustrated by the dashed line in Fig. 7). The linear fit yields the
following function in form of Equation (4)

R = (0.746+0.014) + (0.012+0.008)/T , (5)

indicating that the bulk sp>-content of a-C:H is (74.6 + 1.4) %.

The data set for the ta-C film shows a larger scatter for sp?% from
50.3% to 71.3% with t/A ranging from 0.44 to 1.42, which is well
fitted by a linear relationship (dash-dotted line in Fig. 7). In more
detail, the sp®% values fit better to the line towards the right end of
the scale, i.e. for t/A below 0.7, while the data points deviate more
from the fit line at the other end, i.e., for thicker specimen regions.
Here, the linear function (cf. Equation (4)) is

Relati\qe thickness (/2.)
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Fig. 7. Quantification of the sp?>-content by ELNES analyses for the a-C:H and ta-C films
as a function of the reciprocal of the relative thickness (A/t). Dashed/dash-dotted lines
are linear fits for each sample.



206 X. Zhang et al. / Carbon 102 (2016) 198—207

R = (0.457+0.013) + (0.112+0.009)/T (6)

This suggests that sp%% of bulk ta-C is (45.7 + 1.3) %.

4.3. Discussion

Spectra (1) and (2) in Fig. 6 were recorded from HOPG speci-
mens with almost the same crystallographic orientation and the
anisotropic structure of graphite cannot be responsible for the large
difference (~8%) of their I-ratios. Instead, the difference in the I .- /I~
ratio can most likely be attributed to the different sample prepa-
ration techniques. The broadened and reduced w* pre-peak of
spectrum (2) implies that the Ga*-ion milling could have damaged
the surface regions of the TEM specimen where the ordered crystal
structure was amorphized. This is also confirmed by HRTEM images
of the FIB-prepared HOPG sample in [110] zone axis (not shown),
where the lattice fringes are highly disturbed. It can be assumed
that C-atoms were transformed from sp?-hybridized into sp>-hy-
bridized ones or carbon atoms with distorted bonds whereas the
crystallinity of graphite is essentially unchanged in the cleaved
HOPG specimen. With respect to the difference between spectra (2)
and (3), an angular effect due to the orientation difference as large
as ~90° between them could be considered as reason. Also, this
difference could be due to a thickness effect because the fraction of
a FIB-induced damaged layer is smaller for a thick specimen and
thus the I-ratio is higher, which is the case for spectrum (3)
compared to spectrum (2).

By assuming that the FIB-damaged layers are of the same
thickness and that the original bond configuration was identical for
the specimens corresponding to spectra (2) and (3), Equation (4)
was applied and the [-ratio for the undamaged bulk R, was
derived. The I-ratio corrected for the FIB damage well agrees with
the I[-ratio from spectrum (1), which is free of FIB damage, with a
small difference of ~3% compared to the original difference of 8% for
spectrum (2) and 15% for spectrum (3). Hence, it can be concluded
that the FIB-induced damage is responsible for the different I-ratios
of spectra (1)—(3). This also validates our magic angle condition and
the model for correcting the influence of the FIB-induced damage.

Using the damage-free spectrum (1) in Fig. 6 as a reference
(100% sp>-hybridized C-atoms), a linear relationship between sp*%
and (/)" is obvious for ta-C, showing again good validation of the
model. The fitting result yields a corrected sp>% of 45.7% with a
standard deviation of +1.3% which is similar to the standard devi-
ation of the ELNES quantification for the a-C:H specimen in Section
3. The corrected sp?-content fits well into the typical range of
10—60% for ta-C in the ternary phase diagram of chemical bonds for
the amorphous C—H system [1], noting that the as-measured sp>-
content (50—71%) was slightly beyond this range. Several factors
could affect the fit quality. First, it is noted that the data from the
thick region of the ta-C specimen shows a stronger deviation from
the linear fit, possibly due to the error in plural scattering removal
for t/\ exceeding 1. Although we have already considered this
problem by excluding the plasmon intensity from the ¢* integra-
tion window, it is clear that the plasmon intensities extend to a
large range of energy loss and is difficult to avoid completely in the
energy window. Another factor could be that the low-loss spectrum
was not recorded at exactly the same position as the C—K edge
spectrum. The low-loss and the C—K edge spectra were recorded
separately, and several experimental parameters have to be
adjusted due to different acquisition efficiencies. As a result, spec-
imen drift is possible during this process, and the measured
thickness for the corresponding sp?% could contain an error, leading
to a discrepancy for the linear fit. Other factors, such as local
structure and thickness fluctuations for the bulk material and the

damaged layer influence the fit as well.

For the a-C:H specimen, the sp’% is hardly influenced by the
thickness as indicated by the nearly-zero slope of the fit curve,
which can be attributed to two possibilities: The specimen does not
contain a FIB-damage layer (T = 0) or the damaged a-C layer
contains the same sp2% as the bulk (R4 — Rp = 0). The first possibility
that the Ga*-ions could have milled away the material directly
without inducing a damaged layer is unlikely, because even for
HOPG containing 100% sp>-hybridized C-atoms, FIB thinning along
the graphite basal planes involves a phase transition as well. Given
the small standard deviation (0.011) of the sp®% dataset for a-C:H,
we can assume that this material contains the same sp?% as the FIB-
induced amorphous carbon, which is ~75% (see extrapolation of the
curve in Fig. 7). Assuming further that Ry ~75% is transferrable to
the ta-C specimen, the relative thickness of the damaged layer can
be estimated from the slope of the straight line according to
Equation (4), which is 0.39, corresponding to a total thickness of
~40 nm and a damage depth of ~20 nm.

The model for FIB-induced damage correction has a straight-
forward background. However, a number of assumptions have to be
made. The assumption of a damaged layer being homogeneous in
both thickness and bond configuration, could be largely valid as
seen from studies of FIB-induced damage of Si [35], where the
crystal structure of the cross-section of a FIB lamella was studied by
TEM. However, this technique is not accessible for the amorphous
DLC material with a structure that is undistinguishable from the
damaged layer. With respect to the bonding configuration of the
damaged layer, to consider it to be transferrable from one amor-
phous carbon material (the a-C:H film) to another (the ta-C film) for
estimating the damaged depth is a postulate and requires further
studies.

5. Conclusions

Two different DLC materials, a hydrogenated sp?-rich a-C:H film
and a ta-C film with lower sp?-content, were utilized to test and
optimize the quantification procedure for the fraction of sp-hy-
bridized C-atoms based on the ELNES of the C—K ionization edge.
The classical two-window method was used to quantify the I.- /I -
intensity ratio and sp?-content because of its advantages of ease use
and flexible energy-loss signal selection which can be optimized by
considering solid state physics aspects. We suggest an optimization
strategy which requires the identification of energy-loss integra-
tion window ranges with stable quantification results, i.e., with
minimum variation of the evaluated sp-content. In practice, the
width of the integration windows related to the w* and ¢* states is
optimized by an iterative process by varying only one integration
boundary with constant positions of the others. The setting for the
T* states constitutes a compromise between the experimental
broadening and lifetime broadening of excited states. We find that a
narrow integration window largely excludes contributions from
C—H bonds, distorted C-bonds with loss signals between the ©*
peak and o* loss intensities, as well as that from dangling C-bonds
below the * peak.

ELNES quantification yields an average sp-content of 76.6% for
the a-C:H sample, where a small standard deviation + 1.7% was
obtained by statistical analysis. Quantification of the sp?-content of
the ta-C DLC material gives (54.3 + 1.9) % for thick TEM specimen
regions and (67.2 + 1.2) % for thin ones hinting to the damaging
influence of FIB-based TEM specimen preparation.

A model for the analysis and correction of the influence of the
FIB-induced damage of TEM specimens is suggested. Although
several assumptions must be made, such as uniformity of the
thickness and bond configuration of the FIB-induced damaged
layer, the validity of this method is confirmed by comparing FIB-
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prepared and cleaved HOPG TEM specimens. Applying the model
for the correction the FIB-induced damage in the ta-C specimen
results in a true sp>-content of ~46%. This demonstrates that FIB-
induced damage cannot be neglected and even more gentle mill-
ing conditions need to be applied to minimize damage at TEM
sample surfaces.
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